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ABSTRACT
The difficulty in understanding compiler error messages can be a major impediment to novice student learning. To alleviate this issue, multiple researchers have run experiments enhancing compiler error messages in automated assessment tools for programming assignments. The conclusions reached by these published experiments appear to be conflicting. We examine these experiments and propose five potential reasons for the inconsistent conclusions concerning enhanced compiler error messages: (1) students do not read them, (2) researchers are measuring the wrong thing, (3) the effects are hard to measure, (4) the messages are not properly designed, (5) the messages are properly designed, but students do not understand them in context due to increased cognitive load. We constructed mixed-methods experiments designed to address reasons 1 and 5 with a specific automated assessment tool, Athene, that previously reported inconclusive results. Testing student comprehension of the enhanced compiler error messages outside the context of an automated assessment tool demonstrated their effectiveness over standard compiler error messages. Quantitative results from a 60 minute one-on-one think-aloud study with 31 students did not show substantial increase in student learning outcomes over the control. However, qualitative results from the one-on-one think-aloud study indicated that most students are reading the enhanced compiler error messages and generally make effective changes after encountering them.
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1 INTRODUCTION
It is well-documented that novice programmers often struggle in understanding compiler error messages (CEMs) caused by incorrect syntax [3, 7, 32, 42]. This is a motivating factor in the development of automated assessment tools [36]. In one very popular tool, BlueJ, students placed their difficulty in interpreting CEMs high amongst their other concerns [16]. Bennedsen has suggested that this is a contributing factor in the high failure rates in CS1 courses [5]. Specifically called out in 1976 [44] as an impediment to learning syntax, CEMs are still just as cryptic and hard to understand as they were forty years ago [4]. In an attempt to alleviate novice frustration, several papers have recently attempted to improve upon the design of standard CEMs in automated assessment tools from an HCI perspective [2, 31, 33, 42], which we will call enhanced compiler error messages (ECEMs).

Several recent studies have enhanced default CEMs and performed empirical experiments to determine if ECEMs have a positive impact on student learning in CS1 [4, 9, 37]. These studies all provide quantitative data and analysis of student performance, but stated conflicting conclusions. Denny et al. [9] and Pettit et al. [37] could not find conclusive evidence that enhancing error messages was helpful to students. Becker [4], however, was able to show that ECEMs were more helpful for those in his study.
We begin by reviewing related work on automated assessment tools. Automated assessment tools for programming assignments have introduced crowdsourcing techniques into automated assessment or not the suggested fix worked. In this way, Watson was able to of the student’s intent. Students were then able to vote on whether an extensive analysis of the student’s existing code and prediction received a suggested fix to their code. This adaptive process involved consecutive generation of the same compiler error, the student re- received an enhanced version of the error message. After a third encounter of a compiler error, students saw the standard error. If compiler messages to the level of the students [43]. Upon the first discussed the tool BlueFix, which applied his principle of adapting the pertaining to syntax, logic, and style errors. In 2012, Watson dis- an introductory programming course with user-friendly feedback focused on test-driven development, such as the popular automated assessment tool Web-CAT [12]. For a general review of automated assessment tools see Ala-Mutka [1], Douce [10], and Ihantola [21].

2.1 Error messages in automated assessment tools

Many creators of automated assessment tools have attempted to enhance the standard syntax/compiler error messages that students receive. One of the earliest examples is CAP developed by Schorsh in 1995 [39]. The intent of CAP was to provide students in an introductory programming course with user-friendly feedback pertaining to syntax, logic, and style errors. In 2012, Watson discussed the tool BlueFix, which applied his principle of adapting the compiler messages to the level of the students [43]. Upon the first encounter of a compiler error, students saw the standard error. If the student generated the same error a second time in a row, they received an enhanced version of the error message. After a third consecutive generation of the same compiler error, the student received a suggested fix to their code. This adaptive process involved an extensive analysis of the student’s existing code and prediction of the student’s intent. Students were then able to vote on whether or not the suggested fix worked. In this way, Watson was able to introduce crowdsourcing techniques into automated assessment tools. Other examples of enhancing compiler error messages for novice students include Thetis [15], HiC [18], Expresso [20], Gauntlet [14], a tool by Dy [11], LearnCS! [27], an IDE by Barik [3], and ITS-Debug [6].

2.2 Students have trouble with CEMs

Syntax and compiler error messages have long been documented to be a great source of confusion and frustration to students. Traver addresses problems with compiler error messages, highlighting some of the challenges in improving messages and showing many actual examples of the misleading messages that compilers produce [42]. He offers suggestions on improving these messages based on HCI research and sound pedagogy. Murphy et al. were part of a large multi-institution group analyzing debugging strategies of novice programmers [32]. Observations from class sessions and one-on-one interviews make apparent the frustrations student have related to misunderstanding errors in programming code. Finally, Marceau et al. discuss how poor error messages lead to student frustrations, one issue researchers sought to address in creating and improving DrRacket [30]. Furthermore, Marceau observes that some languages used to teach introductory programming, such as Alice [23] and Scratch [29] were created with a goal of protecting students from any possibility of creating syntax errors in their early programs.

2.3 Empirical evidence of helpfulness of ECEM

(Denny, Becker, Pettit)

In 2014, Denny et al. reported on the tool CodeWrite and the enhanced error messages the compiler generates [9]. Researchers used the CodeWrite tool for Java programmers, intercepting the compiler error messages that the tool returned. The researchers replaced existing compiler error messages with much more descriptive error messages geared to the novice programmer. The conclusion of the experiment was that there was no statistically significant difference in the students’ behavior: students submitted as often as others had before to get past the same compile errors. These results were unexpected and seemed non-intuitive. In contrast, Becker [4] similarly enhanced error messages in the automated assessment tool, Decaf, also used for Java programming. His findings showed that these enhanced messages actually did change student behavior. After viewing an enhanced error message, students were less likely to generate the same error in the future. Finally, Pettit et al. enhanced ECEMs in an automated assessment tool, Athene, used for C++ programming [37]. They could not find conclusive results that the ECEMs were more helpful than standard CEMs.

2.4 Design of ECEMs in automated assessment tools

Hartmann et al. [17] created their own automated assessment tool, HelpMeOut, which provides students with feedback similar to Denny et al. [9]. HelpMeOut queries a database of similar errors and presents users with examples and how to fix them. Previous approaches, such as those discussed above, have implemented enhanced feedback through a selection of top errors provided by instructors. These lists of potential errors are driven by experts and not user observation. A weakness to this approach is evidenced by
one such implementation discussed above, Gauntlet [14], that was
later found by Jackson et al. [22] to not contain the most commonly
encountered errors by novices. HelpMeOut overcomes this weak-
ness through a dynamic list of real student bugs that can better
reflect actual user experience. Furthermore, the suggestion that
appears at the top of the list is accomplished through crowdsourced
coding by students. In other words, the dominating metric of which
examples of similar bugs that students will see is based heavily on
user experience. While the solution is quite novel, Hartmann, et
al., do not attempt to measure whether their automated assessment
tool helped novice programmers create a better mental model of the
ersors they received or whether it increased learnability for novice
programmers. Furthermore, as Traver et al. note, this requires a
large database of student suggestions and crowd-sourced data [42].

Marceau et al. [31] questioned the computer science education
research community for investigating whether or not feedback
messages help users learn without approaching it from the perspec-
tive of users. They provide both a quantitative and qualitative
human factors approach via a statistical analysis of user errors after
introducing enhanced feedback and follow-up interviews with four
of those same students. They discovered that students were grossly
misinterpreting the feedback messages and were confused at the
highly specialized vocabulary of their automated assessment tool.
DrRacket. They postulate that perhaps students do not take the
time to read the messages, but rather use it only as an "oracle" that
somehow knows how to fix their code or that students prefer to
read only the code highlights that indicate the necessary change. In
following work, Marceau et al. [30] provide a rubric for evaluating
the effectiveness of error messages based on student behavior after
encountering them. They recommend changes to error messages:
simplify vocabulary, be more explicit in pointing to the problem,
help students match terms in the error message to parts of their
code (e.g. using color coded highlighting), design the programming
course with error messages in mind (rather than an afterthought),
and teach students how to read and understand error messages
during class time.

Several other recent studies utilize aspects of a human factors
approach to an automated assessment tool. Traver et al. discuss
the theory behind error message design and propose eight spe-
cific principles for the design of ECEMs [42]. Lee and Ko discuss
personifying feedback in a game that teaches programming [25].
Their tool, Gidget, personifies feedback by accepting blame when a
program works incorrectly. Participants in the experimental group
where personification was increased completed more levels of the
game in a similar amount of time compared to the control group.
Barik et al. performed an experiment with eye tracking software to
determine if students read error messages [2]. These students were
a mix of undergraduate and graduate students who had an average
of 1.4 years of professional software engineering experience within
a company. While the study by Barik et al. is closely related to the
present study, we examine the problem from the perspective of
novice programmers in their very first programming course. Barik
et al. found that intermediate students do indeed read CEMs. They
also found that, as error messages become more difficult and cryptic,
programmers cycled between the error message and the offending
code more times, negatively correlating with success. Their find-
ings provide empirical justification for the necessity of enhancing
CEMs. Loksa et al. performed a study on a code camp where the
control group was taught to program and the experimental group
was additionally trained in the cognitive aspects of coding [28].
They suggest training students in metacognitive awareness, upon
the assumption that "programming is not merely about language
syntax and semantics, but more fundamentally about the iterative
process of refining mental representations of computational prob-
lems and solutions and expressing those representations as code,"
and report that students with this training were significantly bet-
ter able to understand error feedback. Loksa’s work suggests an
entirely different direction for this research, one that is beyond the
scope of this study.

2.5 Think-aloud studies in CS1

One research tool often employed in evaluating changes made to
CS1 classes is the think-aloud protocol where students are observed
writing code and asked to verbalize their thoughts while doing so.
Yuen performed a think-aloud study on his CS1 class to understand
the differences in how novices construct knowledge compared to
experts [46]. He collected data from four sources: an initial survey,
participants’ work on paper, transcripts of the interviews, and the
researcher’s field notes. Their results show three kinds of student
behavior in response to various levels of knowledge construction.
The least desirable response, “need to code,” is when the student
does not seek to first understand and determine a solution, but
instead turns directly to the code. A better response is the second,
“generalizing the problem,” where the novice is able to take what
they have previously learned and try to generalize it to the present
scenario, sometimes leading to a valid solution. The third and most
desirable behavior, “designing effective solutions,” is when the stu-
dent is able to properly take their knowledge construction and
apply it to create a working solution. These three categories will
be useful in this study’s data analysis.

Teague et al. perform a think-aloud study watching novices trace
code and then attempt to explain in a single sentence what it does
[40]. They follow the classic think-aloud protocols by Ericsson and
Simon [13]. Teague’s results suggest that students who cannot trace
code cannot build appropriate abstractions to understand complex
programming tasks. One important contribution they make is in
noting that think-aloud studies are difficult for novices. The task of
programming is already cognitively overloading novices and there-
fore asking them to also think-aloud during a study could threaten
the ability to replicate the same silent attempt. To offset this, they
began their study with a short think-aloud practice session so the
participant could become familiar with the think-aloud protocol and
the interviewer. We follow Ericsson and Simon for think-aloud
protocol and follow Teague in adding a short practice session at
the beginning to hopefully offset cognitive load on novices.

Whalley and Kasto perform a think-aloud study watching
novices solve three programming challenges [45]. Researchers nar-
rated the problem-solving process and showed how some students
who might otherwise get stuck were able to solve the challenges
with some redirection and scaffolding. They also note that think-
aloud studies are difficult with novice programmers because the
cognitive load is already very high and so they have a difficult time concentrating on solving the problem and can’t continually verbalize their thoughts. In order to offset this, they also used a short practice session so participants could get used to the think-aloud protocol.

Qualitative research methods complement our quantitative methods in this study. These qualitative methods will give us access to information that submission data and quiz results do not, such as the students motivations for behaving in a certain way, their beliefs about what they are doing, and the feelings that they are having when performing certain actions. All of these serve to give us a better explanation of why students make certain choices. For a thorough review of qualitative research approaches, see Lincoln and Guba [26] or Patton [34]. For more information specifically on mixed method approaches, see Creswell [8].

3 METHODOLOGY

3.1 Pilot Studies

Two usability pilot studies were conducted in fall 2016, each with six participants in ten minute sessions that used a simple Fibonacci problem requiring a while-loop to solve. The automated assessment tool used in this study was Athene due to its adoption and use at the university where the study was conducted [35, 37, 41]. Participants were provided with a code file that contained six bugs and asked to submit the code, fixing errors as they found them, until Athene accepted the program as complete. The program used a method that takes \( n \) as a parameter and returns the \( n \)th Fibonacci number, computed using a while loop. After the first pilot study, the ECEMs in Athene were redesigned using the guidelines from the literature [17, 31, 42]. The second pilot study performed the same experiment with the redesigned ECEMs which led to a further refining of their design. This included changing wording to better match user expectations, streamlining the design, and removing pieces that confused users. Perhaps the most interesting change was to the text in the title of the enhanced portion of the message from “Need More Help?” to “More Information.” Most participants in the second pilot study indicated that they did not want more help - even the ones that struggled. The design of the button used the words “Need More Help?” and most participants balked at that phrasing as a threat to their ego. Follow-up questions about why they felt this way revealed they looking at something titled “Need More Help?” was almost like cheating or like giving up and they wanted to do it themselves without looking at the answer. The phrasing was picked to be a neutral and clear label about the button’s function, but it clearly was not perceived this way by participants. Thus, it was changed to “More Information” as in Figure 1 and Figure 2. The attitude among the participants led to the creation of question #3 in the follow-up questions in the think-aloud study.

3.2 Error Message Quizzes

Participants that were enrolled in CS1 for Spring 2017 at Abilene Christian University were given six quizzes in class to determine if the newly refined ECEMs were more helpful than the standard compiler messages. This was done in an attempt to answer RQ2: are ECEMs helpful for novice students in a setting with low cognitive load. These quizzes all took place outside of the context of Athene as part of a replacement for a daily quiz where cognitive load would be much lower. In order to provide a control group and an experimental group, the class of 31 was divided in to two groups of similar demographics: A and B. Each quiz contained a code snippet with a bug that would lead to a specific compile error, a feedback message produced by Athene when that code is submitted, and a short-answer question asking students to determine where the error is, what the error is, and how they would fix it. In every case students had seven minutes to solve the quiz. In odd-numbered quizzes, the students in group A saw only the standard compiler
error message as feedback from Athene, while the students in group B saw the standard compiler error message as well as the enhanced error message from Athene. For the even-numbered quizzes, group A saw the standard and enhanced messages while group B saw only the standard messages. This was repeated for all six quizzes. Thus, each student saw a standard message for three quizzes and the enhanced message for three quizzes. Each quiz contained a different code snippet with a different compile error and thus a different feedback message from Athene. The compile errors chosen for the six quizzes were the six errors students encountered most frequently while attempting the programming assignment used in the think-aloud study below. The difficulty of the code snippets that students were asked to analyze scaled along with the content of the semester in an effort to make them consistently challenging.

### 3.3 Think-Alouds

As a classroom enhancement, the researcher canceled class and instead held hour-long one-on-one sessions in CS1 during week 6 of classes for Spring 2017 at Abilene Christian University. All 31 students participated. Each student met one-on-one with a researcher where the student was observed completing a "practical quiz" and received feedback on their process. A practical quiz is similar to a homework assignment - students receive a programming problem in Athene, but must solve it in a proctored 35 minute time window. Students were asked to verbalize their thoughts while they solved the problem, especially when they encountered the enhanced feedback messages. The primary researcher supervised two researchers conducting these one-on-one studies. Occasionally a second supervisor also observed these sessions. This was done to ensure standardization of practices between observers. In an effort to control for differing development environments and the help students might or might not receive from certain ones, students were only allowed to type their code in the default Windows notepad application.

The general format of the think-aloud study follows the usability testing guidelines found in Rubin and Chisnell [38] and Krug [24], including pre- and post-testing checklists and scripts. At the beginning of each session, the evaluator read from a script outlining the reason for the session, the goal of the session, and what was expected of the student. Students were then given a very simple task and asked to think-aloud so they can get used to verbalizing their thoughts, the observer, and the process, as suggested by Teague et al. [40] and Whalley and Kasto [45]. This simple task was to write a program that would output “Hello, world.” This particular task was chosen because it was cognitively the easiest code to write for any level of student at that point in the semester, so practicing the think-aloud protocol would be easier during this time.

Students were then asked to complete a practical quiz, similar to a simple homework assignment, with a time limit of 35 minutes. The task was this: given \( n \) numbers, compute whether there were more positive or negative integer numbers provided as input. Students would need to understand the following concepts: console input, console output, conditionals, and loops. This particular problem, rather than the Fibonacci problem used for the pilot studies, was chosen because it has been used as an in-class assessment in previous semesters and a majority of students from those previous semesters completed the problem within the same 35 minute time limit. While solving the problem, a researcher took extensive notes on what the student did and said. This study follows the recommendations made by Ericsson and Simon [13] for carrying out think-aloud studies, specifically minimizing social interaction with participants and trying to gently keep them focused on the task at hand. For instance, if the student stopped talking, then the researcher would say, “Keep speaking,” and not “Tell me what you’re thinking.” This encouraged speaking, but the participant was not asked to formulate responses or socially interactive dialogue.

After the students successfully completed the problem or the time limit expired, they were asked up to five interview questions and their responses were recorded. They were asked up to five because some questions may not have pertained to that particular student, depending on their experience solving the quiz. For instance, students could not be asked about their perception of the ECEMs if they did not encounter any of them. Below are the questions that the students were (potentially) asked:

1. When you encountered the enhanced feedback messages (with the “More information” drop-down), were they helpful? Why or why not?
2. When you see a feedback message from Athene, how does it make you feel?
3. Would you rather read the enhanced message under “More information” first, or would you rather wait until you can’t figure it out yourself? Why?
4. (If they saw an enhanced message and did not click it) When you saw the enhanced message, why did you choose not to click on it?
5. In this class, how often before the deadline do you usually make your first attempt (uploading your program to Athene) on your homework?

These questions were designed to get the student talking about their experience with the ECEMs that they potentially encountered. Getting at perception can be difficult, so the first three questions were all designed to hit around the same issue. The fourth question was for those students that we knew would see them and not use them. The final question was added in an attempt to try and correlate perceived work ethic with use of the ECEMs.

The think-aloud study with post-assessment interview was designed to answer research questions (1) Do Students read ECEMs? and (3) Are the ECEMs helpful for novice students in a setting with high cognitive load?

### 3.4 Think-Aloud Analysis

The ethnographic portion of the study consisted of participant observation and post-assessment interview questions. This allowed us to record the participants’ actions, thought process, problem solving process, reactions to error messages, and their answers to the end-of-session interview questions. Because the participants were asked to use the think-aloud protocol, we were better able to record their thought-process as they solved the assessment. Participant-specific data were separately recorded and then phenomena were coded and grouped into categories. In this way, larger trends began to emerge from the natural groupings of the qualitative data.
We put all of the data into ATLAS.ti and used it for the coding process. We began the coding process by combing through each document and creating quotations and adding codes for participants receiving error messages. For each error message, we coded if it was or was not an enhanced error message. The ECEMs were then broken down into a numbering system so that we could see how many times students received each ECEM. The error messages that were not enhanced were coded as “unenhanced,” but were not given a specific error message number. If the error message was enhanced, we then coded if the participant expanded the “more information” section (see Figure 1 and Figure 2 and note the collapsible “more information” section). If the “more information” section was expanded, we then coded whether it proved to be helpful or unhelpful based on their next code edit and submission. However, if the “more information” section remained collapsed, we did not code for that ECEM’s helpfulness. Next, we coded for completion time. Completion time was divided into five groups: less than 10 minutes, 10-20 minutes, 20-30 minutes, 30-35 minutes, and incomplete. Each participant document received one of the completion time codes, which allowed us to analyze the progress of each student. At the conclusion of each one-on-one session, the evaluator asked several questions and then gave feedback on the participant’s performance in the quiz. We therefore coded each participant’s response to these follow-up questions in order to receive an overall perception for the error messages. There were 28 unique codes and these codes were used a total of 370 times.

3.5 Program Logs Analysis

The particular programming assignment that was given in our one-on-one think-aloud sessions was given as an in-class assessment in three other semesters of the same Programming 1 course. For each submission, Athene logged the student’s information, a snapshot of the code submitted, the test results or error message produced by Athene, time submitted and current grade on the assessment. The logs of these semesters were pulled and analyzed as a control to compare against our one-on-one session results. For each semester, we measured the number of students who completed the programming assignment with a correct solution, average score, and average time until completion in both the control and experimental groups.

4 RESULTS

4.1 Error Message Quizzes

The error message quizzes were given to students outside of the context of an assessment in Athene to determine if the redesigned ECEMs, on their own, were more helpful than the standard CEMs. Twenty-seven students from the Spring 2017 CS1 class were present for all six quizzes. The results of these quizzes (see Figure 3) show that the experimental case (ECEMs) was more helpful than the control (standard CEMs). The mean percent of incorrect answers among participants in the control group was 17.28% while the mean percent of incorrect answers in the experimental condition was 6.17%. Therefore, the experimental condition displayed a statistically significant improvement over the control (p < 0.035, n = 27, paired two sample for means).

Out of the 27 participants present for all six quizzes, 13 students gave an incorrect answer on at least one quiz. As shown in Figure 3, 9 of the 13 students were helped more by the ECEMs. One particularly interesting case is the student who incorrectly answered all three control quizzes, but correctly answered all three in the experimental condition. Another outlier in the opposite direction was the student who incorrectly answered two experimental quizzes, but correctly answered all in the control condition.

4.2 Program Logs

Data that can be pulled from Athene’s database on assessment submissions has been previously reported by Pettit et al. [35, 37]. However, in previous studies, students were allowed to compile offline and only submitted their code to Athene when making an attempt at correctness. While other tools discussed above capture all student compilations, the automated assessment tool used in the present study, Athene, has previously not been able to report that data. The one-on-one think-aloud study allowed this data to be gathered using Athene for the first time. The difference in student behavior when they can only use Athene to compile versus when they can compile offline is an interesting subject for a future report, but cannot be discussed fully here due to space limitations. We do expect student behavior to change when the compiling constraints change, such as an increase in the number of submissions and therefore the number of errors encountered.

For those students in the experimental section that completed the assessment during the 35 minute time limit, the average time
With regard to the errors that participants received, observational was 90%, 88.2%, and 84.2%. This seems to indicate that students in was 67%. The average score for the previous three control semesters
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(Figure 5). This data indicates that the experiment did not adversely affect student outcomes.

The average score for all students in the experimental section was 67%. The average score for the previous three control semesters was 90%, 88.2%, and 84.2%. This seems to indicate that students in the experimental section may have been adversely affected. However, this may have been an artifact of the way the procedure was performed. As mentioned above, students have previously been able to compile offline and many students will use previous programs they have written as a bootstrap for any new program they attempt. In the case of the experimental group, 10 students did not complete the quiz at all, 6 of which suffered from problems with the basic structure of their code. All of these 6 students could not remember include statements and how to write their main function. If this assessment had been carried out in a previous semester, these students would have had access to previous programs and may have solved the problem. Instead, they could not move past the structural compiler errors. Furthermore, none of the structural compiler errors had been enhanced because we based our choices about which messages to enhance on the frequency with which a CEM was encountered in previous semesters. Since students in previous semesters had access to their prior programs before starting the quiz, none of these errors had been encountered in any of the control semesters. Therefore, it is interesting to note that removing these 6 students from the group brings the average score up to 84.8%, which is in range of the control semesters.

The error message quiz results above indicate that the ECEMs are more helpful than standard CEMs. However, the quantitative data from the program logs seems to contradict this conclusion, or is inconclusive at best. This is where the qualitative data illuminates a possible explanation.

4.3 Think-Alouds

With regard to the errors that participants received, observational data - both spoken thought and behavior - allowed for the evaluator to be certain when ECEMs were expanded and read. An ECEM was marked as "helpful" in the observational data if the student solved that specific error or made steps towards solving it after reading the ECEM. Conversely, an ECEM was marked as "unhelpful" if the student made changes after viewing the ECEM that were not on the path to solving the error or the student read the message and didn’t know how to proceed. Post-assessment ethnographic interviews and reflection revealed participants’ feelings towards the ECEMs in greater depth, from gratefulness to frustration.

4.3.1 Observational. Although there were 21 students who completed the quiz and 10 students who did not complete the quiz, the total number of errors received was roughly equal at 56 for those who completed the quiz and 60 errors for those who did not, making 116 total errors tagged by evaluators. The group of participants that did not complete the quiz had a higher number of errors without enhanced messages (31) and a lower number of enhanced error messages (29), though this was dominated by a single participant who encountered the most (15). The incomplete quiz participants had under half of the number of read enhanced messages (9) when compared to the participants that completed the quiz (23). From this data it seems that encountering these messages really did prove helpful for the completion of the quiz.

The incomplete quiz participants also had over double the amount of unread enhanced messages (20) when compared to the completed quiz participants (8). For the participants that completed the quiz, there were 19 instances where the "more information" section of the ECEM proved helpful. This is over six times the amount of instances for those who did not complete the quiz (3). The incomplete quiz participants also contained more instances of unhelpful enhanced messages (6) when compared to the completed quiz participants (4).

The data presented in Figure 6 summarizes these observations and appears to indicate that the ECEMs helped students better understand the errors they were encountering, fix those errors, and ultimately complete the quiz.

4.3.2 Ethnographic: Perception of overall helpfulness comparing complete and incomplete. Of the ten students that did not solve the assessment in the 35 minute time limit, only two read the ECEMs and believed they were unhelpful. Another two students that did not complete the quiz read the ECEMs and believed them to helpful. The other six students did not receive an enhanced error message and were therefore unable to confirm whether or not the enhanced messages were helpful. See Figure 7.

4.3.3 Ethnographic: Perception of helpfulness of students with repeated error messages. There were four participants that received a repeated ECEM at least once and did not finish the quiz. One of them received three repeated ECEMs and thought that they were unhelpful. However, another one received the same ECEM ten times in succession, neglected to read the first nine, finally read it the tenth time, and subsequently corrected the error. Even though this participant did not finish the quiz, he still believed the ECEMs to be helpful. The other two participants that received repeated error messages and did not finish the quiz only received one repeated message and they both found the enhanced messages helpful.

4.4 Discussion

The results of the error message quizzes compared with the quantitative program log results from the assessment seem contradictory. The observational and ethnographic data presented above tells a different story. The students who struggled, but ultimately succeeded
in completing the problem, brought down the average score and increased the average time to completion. However, these same students were helped the most by the ECEMs and expounded on this in great detail during the post-assessment interview. Although they struggled with the assessment, observational and ethnographic data shows that it was ultimately the ECEMs that helped them across the finish line. This is precisely what we want. Furthermore, a very small group of students who did not complete the quiz, and therefore brought down the average score, were not helped by the ECEMs and were frustrated by them in the post-assessment interviews. These two students were so unfamiliar with the material and so fundamentally lost that the additional information provided by the ECEMs only added insult to injury. We conjecture that the increased cognitive load of the assessment may have tipped the scales from helpful ECEMs to unhelpful.

From all of the data above, the students can be broken up into six distinct groups as seen in Figure 7.

5 CONCLUSIONS
This study has made several important contributions. First, do novice students read ECEMs? Observational and ethnographic data seem to indicate that novices in CS1 do, in fact, read ECEMs. Students also generally find the ECEMs more helpful than the standard CEMs. The corroborating evidence by Barik et al. [2] on eye tracking with intermediate students lends more weight to our finding. This helps to answer RQ1 and warrants further investigation.

Second, are ECEMs helpful for novice students in a setting with low cognitive load? The results of the error message quizzes shows a statistically significant decrease in incorrect understanding of ECEMs when compared to standard CEMs in an independent environment. This data answers RQ2.

Finally, are the ECEMs helpful for novice students in a setting with high cognitive load? Even though the quantitative program log data from the think-aloud study seems inconclusive, the qualitative data seems to indicate that ECEMs are also effective in an environment with a higher cognitive load. Students that struggled to complete the quiz successfully used the ECEMs to arrive at a correct solution. Here the qualitative think-aloud data provided a window into student behavior that the quantitative program log data could not provide. This helps to answer RQ3 and warrants further investigation.

There are several threats to validity of these findings. First, the control groups for the think-aloud study took place over multiple semesters and had two different professors. We attempted to minimize this threat by keeping the curriculum (assignments, schedule, the use of Athene, etc.) roughly the same from semester to semester. Second, control groups for the think-aloud study took the practical quiz in class, were not asked to think-aloud, and had access to previous code files to bootstrap their code. By contrast, students in the think-aloud study were in a one-on-one setting, were asked to think-aloud, and did not have access to previous code. It is possible that all of these factors increased student cognitive load in the think-aloud study and therefore skewed the results. We attempted to offset this by adding in the warm-up exercise as suggested by Teague et al. [40].

6 FUTURE WORK
This study should be replicated to further strengthen the findings presented here. Having more than one experimental group would add weight to these findings. It should also be replicated by those previous studies that found no evidence or inconclusive evidence for the helpfulness of ECEMs.

As mentioned above, Barik et al. [2] use eye tracking software to examine whether intermediate students read error messages. It would be helpful to replicate their work with novices in CS1.

Finally, even though this study followed the design guidelines presented here, Having more than one experimental group would add weight to these findings. It should also be replicated by those previous studies that found no evidence or inconclusive evidence for the helpfulness of ECEMs.
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